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Graphs in the World

phenylalanine Map of Manhattan Social Network



Breakthrough in GNN
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Graph Definitions

G = (V, E)

● V is a set of nodes
● E is a set of tuples of form (u, v), where there is an edge between u and v
● G is a graph

Undirected edge Directed edge

u v u v



Graph encoding as a matrix

Adjacency Matrix: A ϵ ℝ|V| x |V|

● In this example, binary matrix encoding of a unweighted graph

● Rows/columns number the nodes, matrix elements encode edges
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V = {u, v, w, x}; E = {(w, u), (x, u), (u, v)}
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Do the matrices encode the same graph?
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Hint: Have we given you enough information?



They are the same encoding!
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Considerations for GNN

1) Nodes are not i.i.d* (we are modeling an interconnected set of nodes)

2) A NN modeling a graph should be permutation invariant and equivariant

○ Adjacency matrix orders nodes arbitrarily

For permutation matrix P, function f that takes in an adjacent matrix A:

Permutation Invariance Property: f(PAPT) = f(A)

Permutation Equivariance Property: f(PAPT) = Pf(A)

*i.i.d = independent and identically distributed



Figure 3.1, Graph Representation Learning

Considerations for GNN

3) Find an encoding that preserves the graph structure

Insight: exploit homophily - a neighborhood of nodes tend to have shared attributes

https://www.cs.mcgill.ca/~wlh/grl_book/files/GRL_Book.pdf











































